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Menschen und Maschine

Amir Mahdi Meshkin Mehr, Teheran

Die Bewertung schriftlicher Priifungsleistungen ist fiir Lehrkrifte zeitaufwendig und mit
hohen Kosten fiir Institutionen sowie langen Wartezeiten fiir Lernende verbunden.
Generative Sprachmodelle wie ChatGPT erdffnen neue Perspektiven fiir die Automati-
sierung dieser Prozesse. In der Studie wurden Texte von 20 Lernenden auf der Niveau-
stufe B2-1, die an einer standardisierten B1-Priifung des Goethe-Instituts teilnahmen, von
zwei zertifizierten Priifenden sowie von ChatGPT korrigiert und nach den offiziellen
Kriterien des Goethe-Instituts bewertet. Mithilfe von ICC-Analysen und Standard-
abweichungen wurde die Ubereinstimmung zwischen menschlichen und Kl-basierten
Bewertungen untersucht. Die Ergebnisse zeigen, dass menschliche Bewertungen groflere
Streuungen aufweisen, wéhrend ChatGPT konstantere Urteile liefert. Eine besonders
hohe Reliabilitét ergibt sich durch die Aggregation beider Bewertungsarten. Die Befunde
verdeutlichen Potenziale und Herausforderungen beim Einsatz von ChatGPT in standardi-
sierten Priifungen.

1 Einleitung

Die produktive Fertigkeit Schreiben ist eine der vier Grundfertigkeiten im Fremd-
sprachenunterricht und ein fester Bestandteil standardisierter Priifungen. Die Korrektur
und Bewertung schriftlicher Texte nehmen dabei eine zentrale Rolle in der Fremd-
sprachendidaktik ein. Es ist jedoch entscheidend, zwischen beiden Prozessen zu unter-
scheiden: Wiahrend Korrektur auf die Identifikation und Berichtigung sprachlicher,
grammatikalischer sowie inhaltlicher Fehler abzielt, beschreibt Bewertung einen kogni-
tiven Prozess der qualitativen Leistungseinschédtzung. Diese erfolgt stets auf Grundlage
von Wertmafstiben, die in Form von Bewertungskriterien — bewusst oder unbewusst —
konkretisiert werden. ,,Die Qualitét einer schriftlichen Leistung wird als ,gelungen‘ oder

,hicht gelungen‘ bewertet™ (Jost & Bottcher 2012: 123).

In standardisierten Priifungen werden diese Kriterien systematisch operationalisiert:
Mithilfe von Bewertungsskalen werden die Leistungen der Lernenden in Punktzahlen
iiberfithrt, die schlieBlich in eine Gesamtnote verdichtet werden. Diese Form der
Leistungsbeurteilung wird als rater-mediated assessment bezeichnet und verdeutlicht
die zentrale Rolle der Bewertenden im Bewertungsprozess. Anders als maschinelle

Bewertungssysteme transformieren menschliche Bewertende die beobachtete Leistung
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nicht mechanisch in eine Punktzahl, sondern konstruieren aktiv ein individuelles Urteil.
Eigenschaften wie Strenge oder Milde, das Verstandnis der Kriterien sowie der Umgang
mit der Skala beeinflussen dabei direkt das Bewertungsergebnis. Solche subjektiven
Einfliisse werden als Bewertereffekte (rater effects) bezeichnet und fithren dazu, dass
die vergebenen Punktzahlen nicht ausschlieBlich die Leistung der Testteilnehmenden
widerspiegeln (Eckes 2020: 153). Erwartungseffekte, Projektionsfehler, der Halo-Effekt
sowie Strenge-, Milde- und Mittelwerttendenzen sind typische Auspridgungen dieser
Effekte (Schott 2018). Die daraus resultierenden Schwankungen werden als

Bewertervariabilitit zusammengetfasst (Eckes 2020: 153).

Um Bewertereffekte zu minimieren, setzen Bildungseinrichtungen auf Mafinahmen wie
gezielte Priiferqualifizierung, unabhingige Mehrfachbewertungen und die Uberpriifung
der Bewertungsiibereinstimmung (ebd.: 154). Das Goethe-Institut folgt diesem Ansatz,
indem Lehrkréfte, die Priifungen abnehmen mdochten, eine spezifische Schulung absol-
vieren miissen, in der sie intensiv mit den Bewertungskriterien arbeiten und diese
anhand von Priifungsbeispielen anwenden. Die abschlieBende Qualifikationspriifung
iiberpriift die Bewertungskompetenz, indem die Ergebnisse mit offiziellen Referenz-
bewertungen abgeglichen werden. Nur bei hinreichender Ubereinstimmung wird das

Priifzertifikat vergeben.

Trotz dieser Standardverfahren wird in der Forschung die begrenzte Wirksamkeit von
Priifertrainings und die alleinige Fokussierung auf Bewertungsiibereinstimmung als
Qualititsmal} kritisch hinterfragt (Wind & Peterson 2018). In einer der ersten Studien
im deutschsprachigen Raum untersuchte Eckes (2005) im Rahmen einer Studie,
inwieweit Bewertereffekte das Bewertungsergebnis beeinflussen. Eine Many-Facet
Rasch-Analyse von iiber 1.300 Priifungsleistungen in der TestDaF-Priifung zeigte, dass
sich Bewertende in ihrer Strenge oder Nachsicht deutlich unterschieden, auch wenn sie
innerhalb ihrer Bewertungen konsistent blieben. Besonders bei den Bewertungskriterien
im Schreiben (37 %) und den Aufgaben im Sprechen (16 %) traten signifikante

Inkonstanzen auf.

Neben den Bewertereffekten erschweren auch strukturelle Faktoren den Bewertungs-
prozess. Der hohe Zeitaufwand fiir manuelle Korrekturen, finanzielle Belastungen fiir
Bildungseinrichtungen sowie verspétetes oder ausbleibendes Feedback beeintridchtigen
Effizienz und Qualitdt. Besonders in Institutionen mit groem Priifungsvolumen fiihren

diese Herausforderungen zu langen Wartezeiten fiir Lernende und einer hohen
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Belastung der Bewertenden. Die genannten Herausforderungen haben das Interesse an
der Entwicklung automatisierter ~Bewertungssysteme verstirkt. In  diesem
Zusammenhang entstanden computergestiitzte Systeme, die schriftliche Texte automa-
tisch bewerten und benoten. Solche Systeme, bekannt als Automated Essay Scoring
(AES) oder Computer-Automated Scoring (CAS) (Yun 2023: 106), nutzen Algorithmen

zur Bewertung von Aufgaben mit offenen Antworten (Ramineni & Williamson, 2013).

Obwohl AES-Systeme bislang nur vereinzelt in standardisierten Priifungen Anwendung
finden, eroffnen Kl-gestiitzte generative Sprachmodelle wie ChatGPT neue Perspek-
tiven fiir die automatische Bewertung schriftlicher Texte im Fremdsprachenunterricht.
Im Rahmen einer explorativen Vergleichsstudie am Goethe-Institut Teheran sollen nun

Hinweise auf die Beantwortung folgender Fragen gefunden werden:

1. Welche Ubereinstimmungen und Abweichungen zeigen sich zwischen den Be-
wertungen zertifizierter Priifender und den Bewertungen von ChatGPT bei der

Beurteilung schriftlicher Texte?

2. Welche Muster in der Bewertungsstreuung zeigen sich bei ChatGPT im
Vergleich zu menschlichen Priifenden und welche Hinweise lassen sich daraus
fiir den Einsatz generativer KI-Modelle in standardisierten Bewertungskontexten

ableiten?

2 Automatische Textkorrektur und Textbewertung

In den 1960er Jahren begann der amerikanische Bildungspsychologe Ellis Batten Page
mit der Entwicklung des Project Essay Grade (PEG), das automatische Textkorrekturen
ermOglichen sollte (Page 1968). Pages Forschung unterschied zwischen intrinsischen
(Trins) und approximativen (Prox) Bewertungskriterien, die in der automatischen Text-
korrektur Anwendung fanden. Wihrend Trins die menschlichen Bewertungskriterien
wie Satzstruktur und Wortwahl umfassen, sind Proxen messbare Textmerkmale, die zur
Qualititsbewertung herangezogen werden (Bai et al. 2022). Die technischen Beschrén-
kungen der damaligen Zeit verhinderten jedoch eine sofortige Implementierung von
PEG, bis die Computerentwicklung in den 1990er Jahren fortgeschritten war und zur
Einflihrung von AES-Systemen fiihrte (vgl. Milewski 2022). Mit dem technologischen
Fortschritt ab den 1990er Jahren wurden verschiedene AES-Systeme entwickelt und
kommerzialisiert. Shermis (2014) bezeichnet e-rater (Educational Testing Service),

Intelligent Essay Assessor (IEA, Pearson Knowledge Technologies), IntelliMetric
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(Vantage Learning) sowie eine Weiterentwicklung des Project Essay Grade (PEG,
Measurement Incorporated) als die bekanntesten AES-Systeme. Moderne AES-Systeme
analysieren nicht mehr nur oberflichliche Textmerkmale wie Grammatik,
Rechtschreibung und Textlédnge, sondern beziehen zunehmend inhaltsbezogene Merk-
male wie Kohidrenz, Organisation, lexikalische Vielfalt und stilistische Aspekte in die
Bewertung ein (Yun 2023). Dabei kommen unterschiedliche Technologien zum Einsatz:
Wiéhrend IEA auf Latent Semantic Analysis (LSA) basiert, verwenden e-rater und
IntelliMetric Natural-Language-Processing-Verfahren (NLP), um syntaktische, semanti-
sche und diskursive Merkmale zu extrahieren (Koul, Clariana & Salehi 2005). Die
Modelle dieser Systeme werden anhand umfangreicher Korpora von Texten trainiert,
die zuvor von menschlichen Priifenden bewertet wurden. Durch statistische Skalie-
rungsmethoden werden die maschinell generierten Scores an die Verteilung mensch-
licher Bewertungen angepasst. Auf diese Weise konnen AES-Systeme menschliche
Bewertungstendenzen emulieren und bewertendebedingte Variabilititen abbilden (Yun

2023).

Trotz der Fortschritte in der AES-Technologie und der nachgewiesenen hohen
Ubereinstimmungsrate zwischen menschlicher und maschineller Bewertung (vgl.
Kukich 2000; Attali & Burstein 2006; Ben-Simon & Bennett 2007), wird die
Anwendung von AES in der Fremdsprachendidaktik kontrovers diskutiert. Wahrend
einige Systeme, wie e-rater, erfolgreich in standardisierten Tests wie dem Test of
English as a Foreign Language (TOEFL) und dem Graduate Record Examination
(GRE) eingesetzt werden (Uto et al. 2020), werden in anderen Studien Unterschiede zur
menschlichen Bewertung und die Bedeutung der Lehrkraft in der Sprachbewertung
betont (vgl. Zribi & Smaoui 2021; Toranj & Ansari 2012). In einer Meta-Analyse
untersuchte Yun (2023) die Ubereinstimmung und Abweichungen zwischen mensch-
licher und automatisierter Bewertung von englischen Aufsétzen, wobei die vier genann-
ten AES-Systeme im Mittelpunkt standen. Ziel der Studie war es, die Zuverlédssigkeit
dieser AES-Systeme zu bewerten, indem sie die Effektstirken von Korrelationen und
standardisierten Mittelwertsdifferenzen analysierte. In der Studie wurden Daten aus 15
Studien aus dem Zeitraum 1999-2014 gesammelt und analysiert, wobei E-Rater am
héufigsten vertreten war. Die Ergebnisse zeigten eine hohe Korrelation zwischen
menschlicher und maschineller Bewertung sowie minimale Abweichungen, was auf

eine starke Ubereinstimmung hindeutet. Allerdings variierten die Korrelationen
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zwischen den Studien, wihrend die Abweichungen konsistent waren. Die Forschungs-
lage zum Einsatz von AES-Systemen im DaF/DaZ-Unterricht sowie in standardisierten

Priifungen im Bereich DaF ist derzeit noch liickenhatft.

3 Neue Moglichkeiten durch kiinstliche Intelligenz

Mit kiinstlicher Intelligenz (KI) und generativen Sprachmodellen kdnnen Ideen, deren
Umsetzung vor einigen Jahren unrealistisch aussah, realisiert werden. Ein Beispiel dafiir
ist das generative Sprachmodell ChatGPT von der Firma OpenAl. Dieses Modell
versteht, verarbeitet und reagiert auf menschliche Sprache, wodurch es die Interaktion
und das Lernen im Fremdsprachenunterricht fordern kann. Es kann die
Sprachkenntnisse der Lernenden analysieren und konstruktives Feedback geben, was
zuvor hauptsichlich in den Aufgabenbereich menschlicher Lehrkrifte fiel. Dadurch
konnen individuelle Lernprozesse unterstiitzt werden (Hein et al. 2024). Die
Einsatzmdglichkeiten von ChatGPT im Fremdsprachenunterricht sind vielfaltig. Tekin

(2023) unterscheidet zwischen den folgenden Einsatzmoglichkeiten:

e ChatGPT als Generator: Texterfindung, Texterstellung, Erstellung von

Unterrichtsplinen, Erstellung von Ubungen und Priifungen.

e ChatGPT als Transformator: Zusammenfassung, Vereinfachung, Ubersetzung,

Verianderung des Schreibstils und des Formats
e ChatGPT als Evaluator: Korrektur, Fehleranalyse, Bewertung, Abwégung
e ChatGPT als Kommunikator: Dialog, Sekretér, Hilfe bei Fragen.

Nach Horn (2023) eignet sich ChatGPT fiir die Korrektur, Erstellung sowie Anpassung
von Texten im Fremdsprachenunterricht. Baskara (2023) hebt hervor, dass ChatGPT
zahlreiche Vorteile bietet, darunter die Aufrechterhaltung des Interesses und der
Motivation sowie Unterstlitzung bei der Entwicklung von Sprachkenntnissen. Da
Lernende ihre Texte mit ChatGPT selbststindig auf Fehler {iberpriifen und zugleich
erklarendes Feedback erhalten konnen, bietet das System Potenzial zur Forderung

autonomen Lernens.

Mit der Funktion MyGPT bietet die Firma OpenAl die Mdglichkeit, einen
personalisierten Chatbot nach eigenen spezifischen Bediirfnissen und Vorlieben zu
generieren. Den Chatbot kann man trainieren und anpassen, indem man ihm personliche

Daten oder spezifische Anweisungen vorgibt, um ihn auf ein spezielles Thema und
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bestimmte Aufgaben zu konfigurieren. Ein Chatbot zur automatischen Bewertung von

schriftlichen Texten auf B1-Niveau konnte wie folgt gestaltet sein:

e
Automatische Bewertung

Korrigiert und Bewertet schriftliche Texte der standardisierten B1-
Prifung nach den Kriterien des Goethe-Instituts.

Bewerte den Text. Schlag mir eine Aufgabe vor, zu der ich einen Text sc...
Wie kann ich meinen Text verbessern?

@ Message Automatische Bewertung...

ChatGPT can make mistakes. Consider checking important information.
Abbildung 1: Ein Chatbot zur automatischen Bewertung schriftlicher Texte.

Bei der Erstellung des Chatbots miissen ein Name, eine Beschreibung sowie die
Anweisung mit den Prompts (&hnlich wie in dieser Studie) vorgegeben werden. Der
erstellte Bot ldsst sich iiber einen Link mit anderen teilen. Um die Bewertung zu
erhalten, geniigt es, die Aufgabenstellung und den verfassten Text einzugeben. Von
dieser Funktion konnen sowohl Bildungseinrichtungen als auch Lernende profitieren.
Lernende, die sich auf standardisierte Priifungen vorbereiten, haben oft keine klare
Vorstellung davon, wie ihre schriftlichen Texte bewertet werden. Auch wenn Lehrkréfte
iiber die notwendigen Priiferzertifikate und Erfahrung in der Bewertung solcher Texte
verfiigen sollten, fehlt es ihnen hdufig an Zeit, zusitzliche Schiilerarbeiten zu korri-
gieren und zu bewerten. Mit dem genannten Tool kdnnten Lernende ihre Texte eigen-
stindig bewerten lassen, wodurch sie auch ein besseres Verstindnis fiir ihre Schwach-

stellen erhalten konnen.

Polakova & Lenz (2024) untersuchten in einer quasi-experimentellen Studie die
Wirkung Kl-gestiitzten Feedbacks auf die Schreibkompetenz von Englischlernenden.
Der Lernfortschritt wurde mittels Pre- und Post-Tests erfasst, wobei insbesondere
Aspekte wie Prézision, Grammatik, Informationsdichte und Passivgebrauch analysiert
wurden. Die Ergebnisse zeigten signifikante Verbesserungen in der Textqualitit sowie
eine hohe Akzeptanz des Kl-basierten Feedbacks. Obwohl generative Sprachmodelle

ein groBes Potenzial fiir schnelles und individualisiertes Feedback bieten, sollte dieser
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Vorteil mit Vorsicht betrachtet werden, da sich diese Technologien rasant
weiterentwickeln und die empirische Evidenz zur langfristigen Wirksamkeit und

Qualitit des KI-gestiitzten Feedbacks bislang noch begrenzt ist.

Der Einsatz von generativen Sprachmodellen wie ChatGPT als AES-Systeme hat in der
letzten Zeit deutlich an Aufmerksamkeit gewonnen. Erste empirische Untersuchungen
zeigen sowohl Potenziale als auch Grenzen dieser neuen Technologien. Yamashita
(2024) untersuchte in einer weiteren Studie die Leistungsfdhigkeit von ChatGPT-4.0 als
automatisiertes Bewertungssystem fiir argumentative Schreibaufgaben von Englisch-
lernenden aus asiatischen Léndern. Die Bewertung von insgesamt 136 Aufsétzen
erfolgte parallel durch menschliche Priifende und ChatGPT-4.0. Mit Hilfe eines
umfassenden Analysetools, das auch Verzerrungen in der Bewertung identifizierte,
zeigte sich, dass ChatGPT-4.0 eine dhnliche Strenge wie menschliche Bewertende
aufwies und konsistente Ergebnisse lieferte. Dennoch variierte die Ubereinstimmung je
nach Textqualitdt. Mizumoto & Eguchi (2023) gingen einen Schritt weiter, indem sie
GPT-3 mit linguistischen Analyseverfahren kombinierten. In ihrer grofl angelegten
Studie mit tiber 12.000 TOEFL-Aufsétzen integrierten sie lexikalische, syntaktische und
kohédsive Merkmale in den Bewertungsprozess. Diese Kombination ermdglichte eine
deutlich prizisere Vorhersage der Bewertungsniveaus als GPT-3 allein. Besonders die
lexikalischen Merkmale, wie etwa der Wortschatzumfang, verbesserten die Bewertungs-
ergebnisse erheblich. Die Ubereinstimmung mit menschlichen Referenzbewertungen
erreichte dabei ein beachtliches Niveau. Allerdings gibt es auch Studien, die Schwichen
in der Bewertung durch generative Sprachmodelle aufzeigen. Bui & Barrot (2024)
analysierten 200 Essays, die sowohl von ChatGPT als auch von erfahrenen mensch-
lichen Bewertenden beurteilt wurden. Im Gegensatz zu anderen Studien zeigte sich hier,
dass ChatGPT durchgédngig strengere Noten vergab und die Korrelation zu den
menschlichen Bewertungen vergleichsweise schwach ausfiel. Zudem traten Inkonsisten-
zen bei wiederholten Bewertungen desselben Textes auf, was auf Stabilititsprobleme in
der Bewertung hinweist. Die Autoren filhren diese Ergebnisse auf systemische Ein-
schrankungen im Trainingsdatensatz und auf Modifikationen durch Modell-Updates

zuriick, die das Bewertungsverhalten der KI beeinflussen kdnnen.

Bei der Bewertung schriftlicher Texte durch generative Sprachmodelle spielen sowohl
die Gestaltung der Prompts (Eingabeaufforderungen) als auch die Feinabstimmung

(Fine-Tuning) der Modelle eine entscheidende Rolle. Studien wie jene von Wang und
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Gayed (2024) zeigen, dass eine gezielte Feinabstimmung die Bewertungsgenauigkeit
erheblich steigern kann. Liu et al. (2025) untersuchten, inwiefern ein feinjustiertes
ChatGPT-Modell in der Lage ist, argumentative Texte von Lernenden mit unterschied-
lichen Erstsprachen (Deutsch, Franzdsisch, Spanisch, Chinesisch) zuverlédssig zu be-
werten. Das Modell erzielte insgesamt hohe Ubereinstimmungen mit menschlichen
Bewertungen, zeigte jedoch Schwichen bei der Bewertung leistungsschwécherer Texte
sowie bei Texten von L1-deutschen Schreibenden. Zusétzlich priiften die Autoren, ob
sich die Kombination aus GPT-Bewertungen und linguistischen KomplexitidtsmaB3en
positiv auf die Bewertungsergebnisse auswirkt. Diese Integration fiihrte zwar nur zu
geringen Verbesserungen im Gesamtergebnis, erwies sich jedoch bei schwicheren
Texten als vorteilhaft. Die Studie macht deutlich, dass Fein-Tuning das Potenzial von
Sprachmodellen im Bereich der automatisierten Schreibbewertung weiter steigern kann.
Gleichzeitig zeigt sie, dass Faktoren wie L1-bedingte Verzerrungen und ungleich ver-

teilte Leistungsniveaus in den Trainingsdaten gezielt adressiert werden miissen.

Ahnlich bei AES-Systemen gibt es bislang nur wenige empirische Studien, die den
Einsatz generativer Sprachmodelle wie ChatGPT zur Bewertung schriftlicher
Leistungen im DaF/DaZ-Unterricht und in standardisierten Priifungen untersuchen, ins-
besondere im Vergleich zu menschlichen Bewertungen. Ziel des vorliegenden Artikels
ist es, im Rahmen einer explorativen Vergleichsstudie das Potenzial des generativen
Sprachmodells ChatGPT im Hinblick auf die Bewertung schriftlicher Texte in standar-
disierten Priifungen fiir DaF zu analysieren und dessen Leistungsfahigkeit im Vergleich

zu menschlichen Bewertungen kritisch zu reflektieren.

4 Vergleichsstudie

In der vorliegenden Studie wurden die Bewertungen schriftlicher Texte in standardisier-
ten Priifungen, die von ChatGPT erstellt wurden, mit den Bewertungen menschlicher
Priifender verglichen. Im Anschluss wurde die Streuung der Bewertungen innerhalb
beider Gruppen analysiert. Dafiir absolvierten 20 Lernende zu Beginn der Niveaustufe
B2-1 am Goethe-Institut Teheran den schriftlichen Teil der standardisierten B1-Priifung.
Die Lernenden auf diesem Niveau hatten etwa 450 Unterrichtseinheiten absolviert,
wobei fiir die Teilnahme an der B1-Priifung iiblicherweise ein Lernumfang von 300 bis
600 Unterrichtseinheiten empfohlen wird. Aus diesem Grund wurde diese Lerngruppe

fiir die Untersuchung ausgewéhlt. Von den 20 Teilnehmenden waren 12 Frauen und 8
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Mainner im Alter zwischen 20 und 45 Jahren. Die geringe Stichprobengrofle schriankt
die Aussagekraft und Représentativitit der Studie jedoch deutlich ein. Idealerweise
hétte die Stichprobe mindestens 30 Personen auf dem unteren, 30 auf dem soliden und
30 auf dem hoheren B1-Niveau umfassen sollen. Urspriinglich war vorgesehen, weitere
Studien mit vergleichbarer Teilnehmerzahl durchzufiihren; diese konnten jedoch auf-

grund der SchlieBung des Goethe-Instituts in Teheran nicht realisiert werden.

Das Schreibmodul der B1-Priifung am Goethe-Institut gliedert sich in drei Segmente, in
denen die Teilnehmenden jeweils Texte unterschiedlicher Art verfassen miissen: eine

personliche Nachricht, eine MeinungséuBerung und eine formelle E-Mail.

Aufgabe 1:

Sie mussten wegen einer Sportverletzung zwei Wochen im Bett bleiben und haben eine besorgte Nachricht von |hrem Freund/ lhrer
Freundin erhalten, weil er/sie so lange nichts von lhnen gehért hat.

- Beschreiben Sie: Wie haben Sie sich verletzt?
- Begriinden Sie: Warum hatten Sie keinen Kontakt zu Ihrem Freund/ lhrer Freundin?
- Machen Sie einen Vorschlag fiir ein Treffen.

Schreiben Sie eine personliche Nachricht (circa 80 Worter). Schreiben Sie etwas zu allen drei Punkten. Achten Sie auf den Textaufbau
(Anrede, Einleitung, Reihenfolge der Inhaltspunkte, Schluss).

Aufgabe 2:

Sie haben im Radio eine Diskussion Sendung zum Thema ,Wie kann man den richtigen Beruf wahlen?“ gehért. Im Online-Gastebuch der
Sendung finden Sie folgende Meinung:

Alexander: Ich finde, die Berufswahl ist eine sehr wichtige Entscheidung und deshalb braucht man dabei Hilfe und Beratung. Ich habe mit
meinen Eltern darliber diskutiert. Das war fir mich eine groRe Hilfe, denn es genlgt nicht, dass der Beruf einem Spal macht. Ganz wichtig
ist, dass man spater auch eine Arbeit finden kann.

Schreiben Sie nun lhre Meinung (circa 80 Wérter).
Aufgabe 3:

Sie sind normalerweise taglich bis 16 Uhr im Biro. Diesen Montag méchten Sie aber eine Stunde friiher gehen.
Schreiben Sie an lhren Chef, Herrn Bauerle. Beschreiben Sie Ihr Problem und bitten Sie héflich um Erlaubnis.

- Schreiben Sie eine E-Mail (circa 40 Worter).

- Vergessen Sie nicht die Anrede und den Grufl am Schluss.

Abbildung 2: Beispielaufgabe zum Modul Schreiben in einer B1-Priifung

Die Bewertung orientiert sich an den vom Goethe-Institut (2015: 42) definierten
Kriterien Erflillung, Kohdrenz, Wortschatz und Struktur. Fiir jedes Kriterium werden
fiinf Leistungsstufen (A—E) unterschieden, wobei A die vollstindige und angemessene
Realisierung der Anforderungen und E eine durchgiingig unangemessene Leistung bzw.
deutliche Themenverfehlung kennzeichnet. Die maximale Punktzahl betrdagt 100 (40
Punkte fiir die Teile 1 und 2, 20 Punkte fiir Teil 3).

5 Auswertung der Bewertungen mit ChatGPT

Fiir die Validierung der ChatGPT-Bewertungen wurden die Texte sowohl von zwei

Priifenden des Instituts als auch von ChatGPT 4 bewertet. Die Priifenden verfiigten {iber
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das Priiferzertifikats des Goethe-Instituts fiir die B1-Priifung und waren seit mehreren
Jahren bei den Priifungen gesetzt und hatten demnach jahrelange Erfahrung bei der
Bewertung dieser Texte. Um die Validitdt der mit ChatGPT durchgefiihrten Bewertun-
gen zu Uberpriifen, wurden die Texte dreimal von ChatGPT analysiert, um die Daten-
streuung bei wiederholten Bewertungen zu berechnen. Wéhrend die Priifenden mit den
Bewertungskriterien vertraut sind, wurden diese ChatGPT explizit vorgegeben. Im
Folgenden sind die Prompts sowie Beispiele dieser Prompts aufgefiihrt, wie sie in dieser

Studie verwendet wurden.

¢ Erliuterung der Anforderung (Was soll ChatGPT machen?): ,,Ich mdchte,
dass du die schriftlichen Texte von einer standardisierten Priifung bewertest. Die
Texte befinden sich am Ende dieses Abschnitts. Jeder Text wird nach den
Kriterien Erfiillung, Kohédrenz, Wortschatz sowie Strukturen korrigiert. Fiir jedes
Kriterium konnen die Punkte A, B, C, D und E vergeben werden, wobei A die
beste Note ist und E die Schlechteste. Die Kriterien werden im Folgenden

detailliert aufgelistet.”

e Ausgangslage der Lernenden: ,,Meine Lernenden lernen bei mir Deutsch und
sind auf der Niveaustufe B2-1. Die folgende Priifung ist eine standardisierte B1-
Priifung. Achte darauf, dass Fehler normal sind. Es geht darum zu wissen, was

sie kdnnen und nicht was sie nicht kdnnen. Achte auf die Ausgangslage.”

e Kurze Beschreibung der B1-Priifung des Goethe-Instituts: ,,Die B1-Priifung
des Goethe-Instituts ist eine Deutschpriifung fiir Jugendliche und Erwachsene.
Sie bestitigt eine selbststindige Verwendung der deutschen Sprache und ent-
spricht der dritten Stufe (B1) auf der sechsstufigen Kompetenzskala des Ge-

meinsamen europdischen Referenzrahmens fiir Sprachen (GER).”

e Kann-Beschreibung des Moduls Schreiben auf Niveau B1: , Fremdsprachen-
lernende auf der Niveaustufe B1 konnen beim Modul Schreiben iiber Themen,
die ihnen vertraut sind oder sie personlich interessieren, einfache zusammen-

hiangende Texte schreiben.”
e Detaillierte Beschreibung der Kriterien:

o Die Aufgabe, zu der die Lernenden die Texte schreiben miissen: (vgl.
Abbildung 2).

e Geschriebene Texte der Lernenden.
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Jeder Textabschnitt wurde separat eingegeben und bewertet, um eine detaillierte

Analyse der Bewertungskonsistenz zwischen den menschlichen Priifenden und

ChatGPT zu ermdglichen. Ein Beispiel fiir die Bewertung mit ChatGPT 4 sieht wie

folgt aus:

ChatGPT 4

© chataPT

Um den gegebenen Text gemaB der B1-Priifungskriterien zu bewerten, werde ich ihn anhand der

Kriterien Erfiillung, Kohérenz, Wortschatz und Strukturen analysieren.

Erfiillung:

* Inhalt, Umfang, Sprachfunktionen: Der Text behandelt alle drei geforderten Sprachfunktionen:

Der Schreiber beschreibt den Job, begriindet die Entscheidung zu arbeiten und gibt einen Tipp

zur Jobsuche. Der Inhalt erscheint
* Textsorte: Die Textsorte E-Mail ist durch die Anrede, die Verabschiedung und die direkte

Ansprache erkennbar umgesetzt.

ich und

fiir die Aufgat

soziokulturellen Kontext einer E-Mail an einen Freund entspricht.

Bewertung: B

Kohérenz:

it: Die Sprache ist informell und freundlich, was dem

* Textaufbau: Der Text hat eine klare Struktur mit Anrede, Einleitung, Hauptteil und Schluss.

* Verkniipfung von Sétzen, Satzteilen: Die Satze sind tiberwiegend gut miteinander verkniipft, und

der Ablauf der Informationen ist logisch.

Bewertung: B

* Beherrschung: Es gibt einige Ungenaui

Wortschatz:

* Spektrum: Das Vokabular ist angemessen fiir das Thema und die Aufgabenstellung, obwohl es

nicht sehr breit ist.

wie "Pra ier" statt "Pro i ,aber

diese beeintrachtigen das Verstandnis nicht.

Bewertung: B

Strukturen:

* Spektrum: Die Strukturen sind iberwiegend angemessen und variieren zwischen einfachen und

komplexeren Satzen.

* Beherrschung (Morphologie, Syntax, Orthografie): Es gibt kleinere Fehler, wie "eine Job" statt

"einen Job" und "wenn im Internet suchen" statt "wenn du im Internet suchst". Diese Fehler

beeintrachtigen jedoch nicht das generelle Verstandnis.

Bewertung: B

Abbildung 3: Bewertung eines Textes mit ChatGPT 4.

Im Folgenden finden sich die Bewertungen der Texte durch die Priifenden sowie die

drei Bewertungen mit ChatGPT:

Tabelle 1: Bewertungen der Texte von Priifenden sowie ChatGPT 4.

Priifende | Priifende | 1.Bewertung | 2. Bewertung | 3. Bewertung | Durchschnitt | Durchschnitt
1 2 ChatGPT ChatGPT ChatGPT Priifende ChatGPT

TN1 | 65 64,50 59,50 56,50 66 64,75 60,66

N2 |30 30 47,50 40 40 30 42,50

TN3 |80 86 90 81 87 83 86

TN4 | 45,5 53 59,50 78,50 64,50 49,25 67,50

TIN5 | 77,50 87,50 88,50 87 80 82,50 85,16

N6 | 54,50 73 52 70 47 63,75 56,33

N7 |40 52,50 43,50 32,50 31 46,25 35,66

TN8 | 49,50 57 60,50 59,50 53,50 53,25 57,83
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Priifende | Priifende | 1.Bewertung | 2. Bewertung | 3. Bewertung | Durchschnitt | Durchschnitt
1 2 ChatGPT ChatGPT ChatGPT Priifende ChatGPT

N9 | 47,50 52,50 82 80 77 50 79,66

TN 10 | 68,50 73,50 76 79,50 78,50 71 78

TN 11 | 37,50 44,50 43,50 42 51 41 45,50

TN 12 | 70,50 78 73,50 87 72,50 74,25 77,66

TN 13 | 63,50 77 68,50 82 71 70,25 73,83

TN 14| 76 86 81 78,50 78,50 81 79,33

TN 15 | 63,50 58,50 78,50 61 73,50 61 71

TN 16 | 63,50 65 80 77,50 65 64,25 74,16

TN 17 | 72,50 77,5 83,50 64,50 71 75 73

TN 18 | 67,50 77,50 86 61 77 72,50 74,66

TN 19 | 63,50 62,50 61 71 75 63 69

TN20 | 89 86,50 82 83,50 80 87,75 81,83

Die Datenanalyse erfolgte mit der statistischen Software R. Nachfolgend erfolgt die

Auswertung der beiden Fragestellungen.

5.1 Vergleichbarkeit der Bewertungen der Priifende mit den Bewertungen von
ChatGPT

Da bei den standardisierten Priifungen des Goethe-Instituts die Endnote aus dem

Mittelwert zweier Bewertungen ermittelt wird, wird im Folgenden zunichst auch der

Vergleich der Durchschnittsbewertungen der Priifenden und von ChatGPT betrachtet:
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Vergleich Durchschnittsbewertung zwischen Priifenden und
ChatGPT4

100
80
60
40

20

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

e Durchschnitt Prifende e Durchschnitt ChatGPT

Diagramm 1: Durchschnittbewertungen Priifende und ChatGPT.

Das Diagramm zeigt, dass bei vielen Texten eine hohe Ubereinstimmung zwischen den
Durchschnittsbewertungen der Priifenden und den Bewertungen von ChatGPT besteht.
Die Durchschnittsbewertung stellt jedoch kein alleiniges Kriterium dar, weshalb die
Bewertungen einer vertieften Analyse bedurften. Zur Untersuchung der Bewertungs-
iibereinstimmung zwischen den menschlichen Priifenden und den ChatGPT-Bewertun-
gen wurde hierfiir der Intraclass Correlation Coefficient (ICC) herangezogen. Der ICC
ist ein statistisches MaB, das die Ubereinstimmung numerischer Bewertungen innerhalb
einer Gruppe im Verhdltnis zur Variation zwischen den bewerteten Objekten quanti-
fiziert und damit sowohl systematische als auch zufillige Bewertungsunterschiede be-
riicksichtigt. Da sowohl die Bewertungen der menschlichen Priifenden als auch jene von
ChatGPT als zufdllige Stichproben aus grofleren Grundgesamtheiten betrachtet werden,
kam ein Two-Way-Random-Effects-Modell (ICC2) mit der Definition absolute
agreement zur Anwendung, bei die exakte Ubereinstimmung der Bewertungswerte
beriicksichtigt wird (Shrout & Fleiss, 1979). Zur Bestimmung der Reliabilitit einzelner
Bewertungen wurde der ICC(2,1) berechnet, zur Bestimmung der Reliabilitit von
Mittelwerten der menschlichen sowie maschinellen Bewertungen ICC(2,k). Die
Berechnungen basierten auf den Rohdaten, um den Einfluss der Mittelwertbildung auf
die Reliabilitdt sichtbar zu machen. Alle ICC-Werte werden mit 95%-Konfidenz-
intervallen, F-Statistik und p-Werten berichtet. Nach Koo & Li (2016) gelten ICC-
Werte unter 0,50 als Hinweis auf geringe Reliabilitit, Werte zwischen 0,50 und 0,75 auf
miBige, zwischen 0,75 und 0,90 auf gute und Werte iiber 0,90 auf ausgezeichnete
Reliabilitét. In der Tabelle 2 finden sich die berechneten ICC-Werte:
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Tabelle 2: Berechnete ICC-Werte bei den Gesamtbewertungen.

Bewertungsgruppe ICC-Wert
Alle fiinf Bewertungen (ICC2,1) 0,75
Nur menschliche Bewertungen (ICC2,1) 0,87
Nur maschinellen Bewertungen (ICC2,1) 0,79
Mittelwerten der menschlichen und maschinellen 0,94
Bewertungen (ICC2k)

Die Analyse der Bewertungsiibereinstimmung zeigt fiir alle fiinf Bewertungen (zwei
menschliche und drei maschinelle Bewertungen) eine méBige bis gute Reliabilitét, was
auf eine insgesamt solide, jedoch nicht perfekte Ubereinstimmung zwischen allen Be-
wertungsgruppen hinweist. Die Ubereinstimmung innerhalb der beiden menschlichen
Priifenden ist hoch und entspricht einer guten Reliabilitit. Die drei maschinellen
Bewertungen (ChatGPT) weisen ebenfalls eine gute Reliabilitdt auf, jedoch leicht unter-
halb der Werte der menschlichen Priifenden. Betrachtet man den Mittelwert der
menschlichen Bewertungen im Vergleich zum Mittelwert der maschinellen Bewertun-
gen, so zeigt sich eine ausgezeichnete Ubereinstimmung. Dies verdeutlicht, dass sich
Unterschiede zwischen einzelnen Bewertungen durch Mittelwertbildung deutlich
reduzieren lassen und die Gesamtabstimmung zwischen Mensch und Maschine in

aggregierter Form sehr hoch ist.

5.2 Ubereinstimmung und Streuung der Bewertung innerhalb der Kriterien

Eine weitere Fragestellung betrifft die Unterschiede in den Bewertungen nach den
einzelnen Kriterien. Zu diesem Zweck wurden zunichst die Bewertungen jedes Text-
abschnitts in eine Tabelle {libertragen, deren Aufbau dem unten dargestellten Beispiel
entspricht. Die vollstindigen Daten sind dem Anhang zu entnehmen. Da sich die
Bewertungsskalen der Kriterien in den Segmenten 1 und 2 der Priifung vom dritten Teil
unterscheiden, wurden alle Werte auf eine einheitliche Skala von 4 bis 0 normiert. Der
Wert 4 entspricht der besten Bewertung (Note A), der Wert 0 der schlechtesten
Bewertung (Note E). AnschlieBend wurde der ICC fiir jede Bewertungsgruppe separat

berechnet.
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Tabelle 3: Bewertungen der Texte von TN 1 nach den Kriterien.

TN/ Text Bewertungsgruppe | Erfiillung | Kohédrenz | Wortschatz | Struktur
TN I Text 1 | Priifende 1/2 372 3/4 2/3 2/2
ChatGPT 1/2/3 2/3/3 2/2/2 2/2/2 2/2/2
TN 1 Text2 | Priifende 1/2 3/3 3/3 2/2 2/2
ChatGPT 1/2/3 3/3/3 2/2/3 2/2/3 2/1/3
TN 1 Text 3 | Priifende 1/2 3/4 3/2 372 3/2
ChatGPT 1/2/3 4/2/3 2/4/3 2/2/2 2/2/2

Bei der Berechnung der ICC-Werte wurde analog zur vorherigen Vorgehensweise ver-

fahren. Die berechneten ICC-Werte sind in der Tabelle 4 dargestellt:

Tabelle 4: Berechnete ICC-Werte nach den Kriterien.

Bewertungsgruppe Erfillung Kohérenz | Wortschatz Struktur
Alle fiinf Bewertungen (ICC2,1) 0,54 0,62 0,61 0,62
Priifende (ICC2,1) 0,67 0,66 0,70 0,78
ChatGPT (ICC2,1) 0,71 0,73 0,60 0,66
Mittelwerten der Priifenden und ChatGPT 0,85 0,89 0,88 0,89
(ICC2k)

Die ICC-Werte zeigen ein differenziertes Bild der Ubereinstimmung zwischen mensch-
lichen und maschinellen Bewertungen. Wéhrend die Einzelbewertungen alle Bewer-
tungsgruppen (zwei menschliche und drei maschinelle) fiir die Kriterien Kohéirenz
(0,62), Wortschatz (0,61) und Struktur (0,62) eine moderate Reliabilitiat aufweisen, fallt
die Ubereinstimmung fiir das Kriterium Erfiillung mit 0,54 deutlich niedriger aus. Dies
deutet darauf hin, dass die Bewertung der Erfiillung besonders stark von subjektiven
Interpretationen abhingt und mdglicherweise einer klareren Operationalisierung bedarf.
Die unterschiedliche Auslegung des Kriteriums ,,Aufgabenerfiillung* zeigt sich exem-
plarisch bei TN 9: Wihrend die menschlichen Priifenden den dritten Text als thematisch
verfehlt einstuften und gemiB3 den Bewertungsregeln sdmtliche iibrigen Kriterien auto-
matisch mit 0 Punkten bewerteten, vergab ChatGPT in allen drei Durchléufen fiir die

Aufgabenerfiillung gute Noten.
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Betrachtet man ausschlieflich die menschlichen Priifenden, steigt die Reliabilitét fiir
alle Kriterien an, insbesondere fiir Struktur (0,78) und Wortschatz (0,70). Dies unter-
streicht die Fihigkeit menschlicher Priifender, strukturelle und lexikalische Aspekte
konsistent zu bewerten. Interessanterweise zeigt die maschinelle Bewertung fiir
Kohirenz (0,73) und Erfiillung (0,71) sogar hohere Ubereinstimmung als die mensch-
lichen Priifenden, wahrend sie bei Wortschatz (0,60) schwécher abschneidet. Diese
Diskrepanz konnte darauf hindeuten, dass die verwendeten Algorithmen semantische
Kohirenz gut erfassen, jedoch Schwierigkeiten mit der Bewertung lexikalischer Vielfalt
haben. Die Aggregation aller Bewertungen zu Mittelwerten fiihrt durchweg zu exzellen-
ter Reliabilitit (0,85-0,89). Dies bestitigt, dass die Kombination menschlicher und
maschineller Bewertungen die Zuverldssigkeit der Ergebnisse signifikant erhoht.
Besonders hervorzuheben ist, dass dieser Effekt fiir alle vier Kriterien gleichermaf3en

gilt, auch fiir das anspruchsvolle Kriterium Erfiillung.

Neben der Berechnung der ICC-Werte wurde fiir jedes Kriterium auch die Standard-
abweichung der Bewertungen ermittelt. Die Standardabweichung liefert ergéinzende
Informationen zur Streuung der vergebenen Bewertungen und ermdglicht so eine diffe-
renziertere Interpretation der Reliabilititsergebnisse. Hohe Standardabweichungen
weisen auf grofere Unterschiede in den Bewertungen und damit potenziell auf ein
hoheres Mal3 an Interpretationsspielraum oder Unsicherheit bei der Anwendung des
Kriteriums hin, wihrend niedrige Standardabweichungen auf eine einheitlichere Bewer-
tungspraxis schlieBen lassen. Durch den Vergleich der Standardabweichungen zwischen
menschlichen Priifenden und ChatGPT lassen sich zudem Unterschiede in der Tendenz
zur differenzierten oder gleichméfigen Bewertung identifizieren. In Tabelle 5 finden

sich die berechneten Standardabweichungen.

Tabelle 5: Standardabweichung der Bewertungen nach den Kriterien.

Kriterien Berechnete Standardabweichung fiir alle Bewertungsgruppen
Alle Bewertungen | Priifende | Nur ChatGPT | Durchschnitt Durchschnitt
Priifende ChatGPT
Erfiillung 0,9548 1,0365 0.8946 0,9436 0,8022
Kohérenz 0,9893 1,0500 0.9266 0,9566 0,8279
Wortschatz 0,9100 0,9803 0,8500 0,9058 0,7527
Struktur 0.8977 0,9151 0,8786 0,8635 0,7668
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Die berechneten Werte lassen sich zudem aus zwei Perspektiven analysieren:
I. Vergleich der Standardabweichung eines Kriteriums zwischen allen Bewertungen:

Erfiillung:
Priifende > Alle Bewertungen > D Priifende > Nur ChatGPT > D ChatGPT

Koharenz:
Priifende> Alle Bewertungen > D Priifende > Nur ChatGPT > D ChatGPT

Wortschatz:
Priifende > Alle Bewertungen > D Menschen > Nur ChatGPT > D ChatGPT

Struktur:
Priifende > Alle Bewertungen > Nur ChatGPT > D Menschen > D ChatGPT

Die Ergebnisse zeigen, dass die Priifenden {iber alle Bewertungskriterien hinweg die
grofite Streuung in ihren Urteilen aufweisen, wéihrend die durchschnittlichen Bewertun-
gen von ChatGPT die geringste Streuung zeigen. Die zweitgroBite Streuung findet sich

in den aggregierten Bewertungen der gesamten Bewertungsgruppe.

II. Vergleich der Standardabweichung einer Bewertung iiber alle Kriterien hinweg.

Alle Bewertungen: Kohdrenz > Erfiillung > Wortschatz > Struktur
Priifende: Kohérenz > Erfiillung > Wortschatz > Struktur

Nur ChatGPT: Kohérenz > Erfiillung > Struktur > Wortschatz

D Priifende: Kohdrenz > Erfiillung > Wortschatz > Struktur

D ChatGPT: Kohérenz > Erfiillung > Struktur > Wortschatz

Das Kriterium Kohidrenz weist insgesamt die hochste Bewertungsstreuung auf, gefolgt
von Erfiillung. Bei den Kriterien Wortschatz und Struktur ist die Bewertungstendenz
insgesamt klarer als bei den anderen Kategorien. Rechtschreibfehler und grammati-
kalische Mingel fiihren hier hiiufig zu einer hohen Ubereinstimmung unter den Priifen-
den. Fiir automatische Bewertungssysteme lassen sich diese Kriterien zudem vergleichs-
weise gut abbilden, da sie auf definierten Regeln zu grammatikalischen Kompetenzen
und zum Wortschatzumfang der Lernenden basieren kdnnen. Demgegeniiber erfordern
die Kriterien Kohdrenz und Erfiillung eine stirker inhaltlich-analytische Beurteilung.
Wihrend Struktur und Wortschatz {iberwiegend formale und klar abgrenzbare Aspekte
betreffen, sind Kohdrenz und Erfiillung stirker durch interpretative Einschdtzungen ge-
prigt. Die Bewertung inhaltlicher Zusammenhdnge und der Aufgabenerfiillung ist daher
mit einer groferen Streuung zwischen den Priifenden verbunden und weist eine hohere

Komplexitit auf.
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6 Fazit

Die Ergebnisse verdeutlichen, dass sowohl menschliche als auch maschinelle Bewer-
tungen eine gute Reliabilitit aufweisen, wobei die Ubereinstimmung zwischen den
menschlichen Priifenden etwas hoher ausfillt. Die Aggregation der Bewertungen zu
Mittelwerten fiihrt in allen Fillen zu einer ausgezeichneten Ubereinstimmung und unter-
streicht das Potenzial einer kombinierten Nutzung von Mensch und Maschine, um die
Bewertungsgenauigkeit in standardisierten Priifungen zu erhéhen. Die Ergebnisse
zeigen zudem, dass die Reliabilitét je nach Kriterium und Bewertungsgruppe variiert:
Menschliche Priifende waren bei formalen Kriterien wie Struktur und Wortschatz
insgesamt konsistenter, wihrend ChatGPT bei Kohédrenz und Aufgabenerfiillung teils
hohere Ubereinstimmung erreichte. Am geringsten war die Ubereinstimmung jedoch
genau bei Kohdrenz und Aufgabenerfiillung. Diese inhaltlich geprigten Kriterien lassen
mehr Interpretationsspielraum und fithren dadurch zu gréBerer Streuung. Die Kombina-
tion beider Bewertungsarten flihrte in allen Kriterien zu exzellenter Reliabilitdt, auch
wenn bei Kohédrenz und Aufgabenerfiillung die Streuung am gréBten blieb. Es ist jedoch
zu beachten, dass diese Ergebnisse aufgrund des begrenzten Umfangs der Stichprobe
mit einer gewissen Zuriickhaltung interpretiert werden sollten. Nichtsdestotrotz legen
die Befunde nahe, dass generative Sprachmodelle wie ChatGPT potenziell in der Lage
sein konnen, die Bewertung schriftlicher Priifungsleistungen zu automatisieren, was
eine bedeutende Innovation im Bereich der Bewertung und Korrektur von standardisier-
ten Priifungen darstellen konnte. Sie konnten wie bei der TOEFL-Priifung die Zweit-
bewertung libernehmen oder die Priifungsbewertung voll automatisieren, was betriacht-
liche Vorteile fiir Bildungseinrichtungen und Lernende mit sich bringen wiirde: Elimi-
nierung langer Wartezeiten auf Priifungsergebnisse, Entlastung der Lehrkrifte, Steige-
rung der Bewertungseffizienz sowie ausformuliertes Feedback. Ob der Einsatz genera-
tiver Sprachmodelle tatséchlich zu einer Reduktion von Aufwand und Kosten fiihren
kann, ldsst sich derzeit nur schwer vorhersagen. Die Kosten standardisierter Priifungen
umfassen unter anderem das Honorar fiir die Priifenden. Einerseits liegt die Annahme
nahe, dass sich durch den Einsatz automatisierter Bewertungssysteme diese Kosten
senken lassen. Andererseits ist zu beriicksichtigen, dass die Entwicklung eines genera-
tiven Sprachmodells fiir die Bewertung schriftlicher Texte in standardisierten Priifungen

mit erheblichen Investitionen verbunden ist. Hinzu kommen laufende Ausgaben fiir die
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technische Infrastruktur, den IT-Support sowie gegebenenfalls fiir regelmiBige Anpas-

sungen und Qualititssicherungsmafinahmen.

Dennoch sollten weiterfithrende Untersuchungen kléren, inwieweit generative Sprach-
modelle wie ChatGPT auch bei Texten hoherer Niveaustufen zuverldssige Ergebnisse
liefern konnen, da hier sowohl die Textldnge als auch die Komplexitdt der Sprache und
somit die Anforderungen an die Korrektur und Bewertung zunehmen. Im Gegensatz
dazu konnten Texte auf Anfangerniveau, wie A1, aufgrund ihrer Einfachheit moglicher-
weise leichter von solchen Systemen bewertet werden. Diese Aspekte gilt es in zu-
kiinftigen Studien zu erforschen, um das volle Potential der maschinellen Bewertung zu
erschlieBen und deren Grenzen zu definieren. Ein weiterer vielversprechender Ansatz-
punkt fiir zukiinftige Forschung stellt die maschinelle Bewertung von miindlichen
Priifungsteilen dar. Es sei zu untersuchen, ob miindliche Texte unter anderem nach
Bewertungskriterien wie Aussprache oder Interaktion automatisch und maschinell

bewertet werden konnen.
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